A Power Transformation Method for Incomplete Two way Contingency Tables with Nonignorable Nonresponse
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Introduction

Categorical data usually summarized by a contingency table are analyzed to investigate the relationship between categorical response variables, or a categorical response variable and explanatory variable. We often encounter non-responses in such analyses, yielding incomplete contingency table with partially classified counts or unclassified counts. Non-responses can be ignorable when they are missing completely at random, or missing at random (Little and Rubin 2002). However, non-response is nonignorable when they occur depending on their unobserved values in the sense that discarding them or mis-specifying their missing mechanism leads to large variances and biases in estimating parameters of interest (Chen 1972, Park and Brown 1994, Choi et al. 2009, Park and Choi 2010).

Fay (1986) used log-linear models to impute nonignorable nonresponse, and Baker and Laird (1988) indicated that the maximum likelihood estimates (ML) often give rise to estimates on the boundary solution of the parameter space and to imperfect fits for saturated models. They also provided the conditions that ML falls on the boundary solution and, in particular, proposed a simple condition of the boundary solution arising from a saturated log-linear model for a 2 × 2 contingency table (i.e, one response variable and one explanatory variable both with two categories). Baker et al. (1992) suggested the conditions for boundary solutions in two-way contingency tables where one or both response variables can be missing. However, it is not easy to use those conditions because they are not often in closed forms except special cases such as a two-way contingency table with the same number of categories for both response variables.

To overcome the boundary solution problem, Bayesian approaches have been suggested. Park and Brown (1994) and Park (1998) considered Bayesian models with empirical priors depending only on responses. Clogg et al. (1991) used a constant prior for an incomplete one-way contingency table. For two-way contingency tables, Choi et al. (2009) and Park and Choi (2010) expanded Park and Brown (1994) by introducing the priors depending both on responses and non-responses.

To see when a boundary solution problem occurs in the ML estimation for two-way tables, we present an explicit condition expressed by ordered ratios of observed cell counts. This condition is very simple, reduced to Baker and Laird (1988) when a 2 × 2 contingency table is considered, and easily expanded to one-way and more-than-two way contingency tables. Using those conditions, we propose a frequentist approach to escape such a boundary solution by employing a power transformation as a link function instead of the usual log-linear or logit link function. However, this method may not be an answer for the boundary solution problem in a contingency table with more than two categories because the new condition is only a necessary condition for such a contingency table not to have a boundary
solution. Thus, we priorly distribute a value between 0 and 0.5 to each cell, where, in particular, 0.5 is called the Jeffrey prior, and then use the power link function to guarantee the necessary condition the ML is not on the boundary solution. The ML estimates under such a power link function are compared with those under the logit link function for two-way tables with nonignorable nonresponses using an empirical example and several scenarios of simulated data sets.

Conditions for boundary solutions

Let \( Y_1 \) and \( Y_2 \) be categorical variables indexed by \( I \) and \( J \) categories, respectively. We also let \( R_1 = 1 \) when \( Y_1 \) is observed and \( R_1 = 2 \) when \( Y_1 \) is not observed and, similarly \( R_2 = 1 \) for observed \( Y_2 \) and \( R_2 = 2 \) for unobserved \( Y_2 \). Then the full array of \( Y_1, Y_2, R_1, \) and \( R_2 \) constructs an \( I \times J \times 2 \times 2 \) contingency table which has completely classified counts, partially classified counts, and unclassified counts. To distinguish these three types of counts, let \( y_{ijk\ell} \) be the count belonging to the \( i \)th category of \( Y_1 \), the \( j \)th category of \( Y_2 \), the \( \ell \)th value of \( R_1 \), and the \( \ell \)th value of \( R_2 \). Thus, \( y_{i+12} \) is used for the completely classified counts, \( y_{i+12} \) and \( y_{j+21} \) for respective column and row supplementary margins, and \( y_{++22} \) for unclassified counts.

We consider the following model to describe a general form of nonignorable nonresponse models which can be suffered from boundary solutions.

\[
\log(m_{ijk\ell}) = \lambda_0 + \lambda_{1i} + \lambda_{2j} + \lambda_{11} + \lambda_{1j} + \lambda_{2i} + \lambda_{12} + \lambda_{ij} + \lambda_{11} + \lambda_{22} + \lambda_{i1} + \lambda_{2j} + \lambda_{i2} + \lambda_{ij} + \lambda_{i1} + \lambda_{2j} + \lambda_{i2} + \lambda_{ij}
\]

where the sum of each \( \lambda \)-term across its respective superscript is zero and \( m_{ijk\ell} = N \cdot \pi_{ijk\ell} \) is the excepted cell size. By assigning a symbol that lists the highest-order terms, we denote this model by \([Y_1Y_2Y_1Y_2R_1R_2R_2R_1] \). It is well known that the interaction terms of \( Y_1R_2 \) and \( Y_2R_1 \) do not introduce any boundary solution in likelihood estimation (Baker et al. 1992, Park and Choi 2010). Thus, we focus following five nonignorable nonresponse models: \([Y_1Y_2Y_1R_1Y_2R_2R_1R_2], [Y_1Y_2Y_1R_1R_2Y_2R_2R_1], [Y_1Y_2Y_1R_1R_2Y_2R_2R_1], [Y_1Y_2Y_1R_1R_2Y_2R_2R_1], [Y_1Y_2Y_1R_1R_2Y_2R_2R_1] \). We assume that \{\( y_{ijk\ell} \)\} follow a multinomial distribution with observations, \( y_{i+11}, y_{i+12}, y_{j+21}, \) and \( y_{++22}, \) as given by

\[
L = \sum_i \sum_j y_{i11j} \log(\pi_{i11j}) + \sum_i y_{i12j} \log(\pi_{i12j}) + \sum_j y_{j21i} \log(\pi_{j21i}) + y_{++22} \log(\pi_{++22})
\]

where \( \pi_{ijk\ell} = \Pr[Y_1 = i, Y_2 = j, R_1 = k, R_2 = \ell] \) and \( N = \sum_{i,j,k,\ell} y_{ijk\ell} \) is fixed.

Let \( \beta_{ij} = m_{ij21}/m_{i111}, \gamma_{ij} = m_{ij12}/m_{i111} \). Under above five models, \( \beta_{ij} \) depends only on subscript \( i \) and \( \gamma_{ij} \) only on \( j \). To stress these dependency, we denote them by \( \hat{\beta}_i \) and \( \hat{\gamma}_j \), respectively. Baker et al. (1992) showed that the ML estimates lie on the boundary of the parameter space if a \( \hat{\beta}_i \) from \( \sum_i \hat{m}_{ij11} \) is negative or a \( \hat{\gamma}_j \) from \( \sum_j \hat{m}_{ij11} \) is negative. They also showed the closed form of ML estimates for \( m_{ij11} \).

We now reduce a \( I \times J \times 2 \times 2 \) to a \( 2 \times J \times 2 \times 2 \) or a \( I \times 2 \times 2 \times 2 \) contingency table by aggregating all the counts from the second category to the last category over the variables \( Y_1 \) and \( Y_2 \), respectively. Accordingly, we have observations, in a \( 2 \times J \times 2 \times 2 \) contingency table, \( y_{i11} = y_{i111}, y_{i12} = \sum_{j=2}^J y_{ij11}, y_{i12} = y_{i11} + y_{i12}, y_{i22} = \sum_{j=1}^J y_{ij22}, \) and the corresponding ML estimates are denoted by \( m_{i111} = m_{i111}, m_{i21j} = \sum_{l=1}^J m_{i1lj}, \) and \( m_{i12} = \sum_{j=2}^J m_{i1lj}. \) Similarly, for the \( I \times 2 \times 2 \times 2 \), observations are \( y_{i11} = y_{i111}, y_{i21} = \sum_{j=2}^J y_{ij11}, y_{i12} = y_{i11} + y_{i12}, y_{i22} = \sum_{j=2}^J y_{ij22}, \) and the ML estimates are \( m_{i111} = m_{i111}, m_{i221} = \sum_{j=2}^J m_{i22j}, \) and \( m_{i12} = \sum_{j=2}^J m_{i12j}. \)

Using these new ML estimates \( m_{ij11} \), define \( \hat{\beta}_{ij} = \hat{m}_{ij21}/m_{i111} \) and \( \hat{\gamma}_{ij} = \hat{m}_{ij12}/m_{i111} \) for \( j = 1, 2 \) for the aggregated \( I \times 2 \times 2 \times 2 \) and \( \hat{\gamma}_{ij} = \hat{m}_{ij12}/m_{i111} \) for \( i = 1, 2 \) for \( 2 \times J \times 2 \times 2 \). Then we have the following results.

**Lemma 0.1.** For the above five nonignorable nonresponse models, (i) when \( \hat{\beta}_{ij} = \hat{\beta}_i \), then \( \hat{\beta}_{ij} = \hat{\beta}_i \) and \( \hat{\gamma}_i = \hat{\gamma}_j \). and (ii) when \( \hat{\gamma}_{ij} = \hat{\gamma}_j \), then \( \hat{\gamma}_{ij} = \hat{\gamma}_j \) and \( \hat{\gamma}_{ij} = \hat{\gamma}_j \).
This Lemma states that when a nonignorable nonresponse model includes the $Y_1R_1$ and/or $Y_2R_2$ terms in its log-linear model, then the respective positiveness of $\hat{\beta}_i$ and $\hat{\gamma}_j$ (i.e., whether or not the ML estimates fall on a boundary solution) can be checked from the aggregated $I \times 2 \times 2$ and $2 \times J \times 2 \times 2$ tables, respectively instead of the full $I \times J \times 2 \times 2$ contingency table.

Moreover, this Lemma leads to the below simple conditions for a boundary solution by the aggregated contingency table but not by the original $I \times J \times 2 \times 2$ contingency table. To do this, for the aggregated $I \times 2 \times 2 \times 2$ contingency table, let $v_i = \hat{m}_{i11}/\hat{m}_{i211}$ for $i = 1, 2, \cdots, I$, and $v = \hat{y}_{+12}/\hat{y}_{+221}$. We also let $v_{\text{max}} = \max\{v_i\}$ and $v_{\text{min}} = \min\{v_i\}$. For the aggregate $2 \times J \times 2 \times 2$ contingency table, let $\omega_j = \hat{m}_{1j111}/\hat{m}_{2j111}$ for $j = 1, 2, \cdots, J$, $\omega = \hat{y}_{1+12}/\hat{y}_{2+12}$, $\omega_{\text{max}} = \max\{\omega_j\}$ and $\omega_{\text{min}} = \min\{\omega_j\}$.

**Theorem 0.2.** For nonignorable nonresponse models in a $I \times J \times 2 \times 2$ contingency table, If ML estimates under a log linear link function are not on the boundary of the parameter space, $v$ lies between $v_{\text{min}}$ and $v_{\text{max}}$ and $\omega$ lies between $\omega_{\text{min}}$ and $\omega_{\text{max}}$.

This theorem states that the ML estimates under the nonignorable nonresponse models including the $Y_1R_1$ and/or $Y_2R_2$ terms are on the boundary of the parameter space whenever at least one of $v < v_{\text{min}}$, $v > v_{\text{max}}$, $\omega < \omega_{\text{min}}$, and $\omega > \omega_{\text{max}}$ is occurred.

A power transformation method

To overcome boundary solution problems, we propose a power transformation method using our the conditions for boundary solutions. For simple discussion, we assume that $v > v_{\text{max}}$ and $\omega > \omega_{\text{max}}$ and consider $\{Y_1Y_2, Y_1R_1, Y_2R_2, R_1R_2\}$ because other nonignorable nonresponse models are nested models of it. Define the following logit link functions: for all $i = 1, 2, \cdots, I$, $j = 1, 2, \cdots, J$, and $k, \ell = 1, 2$ except $i = M$, $j = 1$, and $k = \ell = 1$, and $i = 1$, $j = M$, and $k = \ell = 1$ (the subscript $M$ corresponding to $v_{\text{max}}$ and $\omega_{\text{max}}$ as before),

$$
(3) \quad \log \left( \frac{\pi_{ijk\ell}}{\pi_{Ij11}} \right) = \eta_{Y_1}^i + \eta_{Y_2}^j + \eta_{R_1}^k + \eta_{R_2}^\ell + \eta_{Y_1R_1}^{ij} + \eta_{Y_2R_2}^{j\ell} + \eta_{R_1R_2}^{k\ell}
$$

where $\pi_{Ij11}$ stands for a reference cell probability. For $i = M$ and $j = 1$, and $i = 1$ and $j = M$,

$$
(4) \quad \frac{1}{\alpha_{M111}} \left( \frac{\pi_{M111}}{\pi_{Ij11}} \right)^{\alpha_{M111}} - 1 = \eta_{Y_1}^M + \eta_{Y_2}^j + \eta_{R_1}^k + \eta_{R_2}^\ell + \eta_{Y_1R_1}^{ij} + \eta_{Y_2R_2}^{j\ell} + \eta_{R_1R_2}^{k\ell}
$$

implying that we only use power link functions for $m_{M111}$ and $m_{1M11}$ that correspond to $v_{\text{max}} = m_{M111}/m_{2M11}$ and $\omega_{\text{max}} = m_{M111}/m_{2M11}$. Further, define

$$
k^v = \exp \left[ -\frac{1}{\alpha_{M111}} \left( \frac{\pi_{M111}}{\pi_{Ij11}} \right)^{\alpha_{M111}} - 1 \right] \quad \text{and} \quad k^\omega = \exp \left[ -\frac{1}{\alpha_{M111}} \left( \frac{\pi_{M111}}{\pi_{Ij11}} \right)^{\alpha_{M111}} - 1 \right].
$$

Using these notations, then we have

**Theorem 0.3.** Suppose that $v > v_{\text{max}}$ and $\omega > \omega_{\text{max}}$ in a nonignorable nonresponse model. If $\alpha_{M111}$ and $\alpha_{1M11}$ are chosen to satisfy $k^v > v/v_{\text{max}}$ and $k^\omega > \omega/\omega_{\text{max}}$, then the ML estimates under the link functions of (3) and (4) satisfy the necessary conditions given in Theorem 0.2.

This result implies that, when $v > v_{\text{max}}$, the first power link function given in (4) produces a new $v_{\text{max}}' = k^v v_{\text{max}} > v$ so that $v_{\text{min}} < v < v_{\text{max}}'$, and in a symmetric way, when $\omega > \omega_{\text{max}}$, the second
power function gives a new $\omega_{\text{max}}^* = k^\omega \omega_{\text{max}} > \omega$ satisfying $\omega_{\text{min}} < \omega < \omega_{\text{max}}^*$. Thus, the power link functions defined by (4) move $v_{\text{max}}$ and $\omega_{\text{max}}$ into some values greater than $v$ and $\omega$ by multiplying $k^\omega$ and $k^v$, respectively.

**Remark 0.1.** When $v < v_{\text{min}}$ and/or $\omega < \omega_{\text{min}}$, replace (4) by

$$
\frac{1}{\alpha_{N111}} \left( \frac{\pi_{N111}}{\pi_{I11}} \right)^{\alpha_{N111}^{\omega}} - 1 = \frac{1}{\alpha_{1N11}} \left( \frac{\pi_{1N11}}{\pi_{I11}} \right)^{\alpha_{1N11}^{v}} - 1
$$

where the subscript $N$ is the category of $Y_1$ corresponding to $v_{\text{min}}$ and of $Y_2$ corresponding to $\omega_{\text{min}}$ and, accordingly, re-define

$$
k^v = \exp \left[ \frac{1}{\alpha_{N111}} \left( \frac{\pi_{N111}}{\pi_{I11}} \right)^{\alpha_{N111}^{\omega}} - 1 \right] \quad \text{and} \quad k^\omega = \exp \left[ \frac{1}{\alpha_{1N11}} \left( \frac{\pi_{1N11}}{\pi_{I11}} \right)^{\alpha_{1N11}^{v}} - 1 \right].
$$

Then take $\alpha_{N111}$ and $\alpha_{1N11}$ to satisfy $k^v v_{\text{min}} > v$ and $k^\omega \omega_{\text{min}} > \omega$.

Since the condition given in Theorem 0.2 is necessary for ML not to be on the boundary of the parameter space, the power link functions may not guarantee no boundary solution in likelihood inference. However, in $2 \times 2 \times 2 \times 2$ contingency tables, the condition given in Theorem 0.2 is a necessary and sufficient condition for the ML estimates to be free from a boundary solution as shown below.

**Corollary 0.4.** For nonignorable nonresponse $2 \times 2 \times 2 \times 2$ contingency tables, the ML estimates are not on the boundary of parameter space if and only if $v_{\text{min}} < v < v_{\text{max}}$ and $\omega_{\text{min}} < \omega < \omega_{\text{max}}$.

### Application and simulation

We compare power link functions with logit link functions using a real data and simulated data sets. Bayesian approaches have successfully proved their usefulness to overcome the boundary solution problem. Among others, the Jeffrey prior can be interpreted as a prior allocation of 0.5 observation to each cell and is appeared to have good performance in avoiding the boundary solution problem as we will show below. Thus, we include Bayesian methods with the Jeffrey prior in comparing power and logit link functions.

First, we consider the data for a prospective study of pregnant women to assess the relationship between perinatal factors and subsequent development of abnormalities in the offspring used by Baker et al. (1992), and Park and Choi (2010). As a result, the ML estimates of expected cells under the logit link function are appeared to be biased because of the boundary solution problem although the logit model is saturated. However, the ML estimates under the power model are perfect fit with observations. The Bayesian estimates under the logit link function reveal imperfect fit with observation; the Bayesian estimates under the power link function are much closer to their corresponding observations than those under the logit link function.

For the simulation study, we generate $2 \times 2 \times 2$ contingency tables for model $[Y_1Y_2, Y_2R_2]$. We compare power link functions with logit link function as the response patterns between respondents and nonrespondents. In Table 1, the smaller $M$, the more the response patterns are different between respondents and nonrespondents.

The mean squared errors (MSE) are calculated for each missing cell under the logit and power link function. The results are summarized in Table 1. Nonignorable nonresponse models with power link...
functions produces smaller MSEs than those with logit link functions both in the ML and Bayesian estimates. In particular, the ML estimates with the power link function are better than the Bayesian estimates with the logit link function. This is generally true for all other nonignorable nonresponse $2 \times 2 \times 2 \times 2$ contingency tables because an appropriately chosen power link function always can avoid the boundary solution problem as shown in Corollary 0.4. The Bayesian estimates under the power function have the smallest MSEs for all cases except $M = 0.9$. Note that all four estimates have smaller MSEs as the response patterns between respondents and nonrespondents becomes alike (i.e., $M$ gets larger).

Data analysis and simulation study shows the power link functions performs betters the logit link functions in both ML estimation and Bayesian estimation.
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