A meta-analysis method based on simulated individual patient data
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1 Introduction

In clinical evaluation processes, meta-analysis is carried out to synthesis results of several trials. However, most of meta-analysis methods build models on summary statistics reported from each trial, and therefore a pooled effect size is estimated with ignoring scheme of sampling individual patient data (IPD), which should have been measured in each trial. Above all, meta-regression (MR) models, which are techniques for modeling relationship between an effect size and trial-level covariates with intending to search characteristic factors, have been often subjected to criticism. The MR models incorporate as covariates summary statistics on background factors of patients for each trial, such as a mean age and a proportion of male patients. This means that characteristics of patients are evaluated expediently, with unavailable patient-specific covariates replaced by trial-specific covariates. It often involves a technical issue that is referred to as ecological bias, and leads to limitation in interpretation. Especially, it is well known that the treatment-covariate interaction effect estimated by fitting MR models has seriously lower statistical power in comparison with those estimated by fitting models to IPD, where we refer to these models as IPD models. Berlin et al. (2002) conducted analyses of both individual patient-level and group-level data from five trials in their clinical research, and showed that the group-level analyses failed to detect interaction between treatment and a patient characteristic factor. Some meta-analysis methods based on IPD models have been discussed among many researchers as alternative solutions to this kind of problems; however, they cannot always be applied to all situations due to difficulties in obtaining IPD.

First, we discuss limitation underlying MR models as the following sources of above problems: (a) MR models can essentially estimate only between-trial interaction, (b) MR models cannot incorporate within-trial variability of covariates. Then, based on these discussion, we suggest a meta-analysis method using simulated IPD, in which parameters of an IPD model are estimated from trial-level summary statistics and pseudo-IPD are then reconstructed by statistical simulation from the estimated IPD models. It is easy to extend this method to combine additional IPD from some other trials, if available. Once pseudo-IPD are generated, more flexible and comprehensive statistical methods can be applied to the reconstructed IPD, and difficulties in IPD collection would be cleared out.

1.1 IPD and MR models

Suppose that we observe one continuous outcome response and one continuous covariate of interest for each patient, and that patients are assigned to either treatment group (T) or a control group (C) in each trial (\(i = 1, \ldots, I\)), with \(n_{iT}\) and \(n_{iC}\) patients respectively. Let \(y_{ij}\) and \(z_{ij}\) be a patient-level response and a covariate observed for the \(j\)-th patient (\(j = 1, \ldots, n_i\)) in the \(i\)-th trial, and let \(x_{ij}\) be coded 0/1 to denote control/treatment group. Given IPD in each trial, a common IPD model

\[
y_{ij} = \phi_{i} + \theta x_{ij} + \mu z_{ij} + \gamma_B x_{ij} z_{ij} + \gamma_W x_{ij} (z_{ij} - \bar{z}_i) + \epsilon_{ij}, \quad \epsilon_{ij} \sim N(0, \sigma^2_{yi})
\]

is fitted to each observation (\(y_{ij}, x_{ij}, z_{ij}\), where \(\phi_{i}\) is a fixed trial effect, \(\theta\) is the mean treatment effect, \(\mu\) is the mean change in control group response for a one-unit increase in \(z_{ij}\), \(\gamma_B\) and \(\gamma_W\) are the between-trial and within-trial effect parameters of treatment-covariate interaction. \(\bar{z}_i = n_i^{-1}\sum_{j=1}^{n_i} z_{ij}\)
denotes the mean covariate value in \( i \)-th trial. Note that IPD models (1) separates between-trial and within-trial effect of the treatment-covariate interaction. This kind of modeling framework for the hierarchical data is recommended in some literatures (e.g. Neuhaus & Kalbfleisch (1998)), and a related issue in meta-analysis is discussed in detail by Riley et al. (2008).

On the other hand, if available summary statistics in each trial include the mean response difference between groups
\[
d_i = n^{-1}_T \sum_{j \in T} y_{ij} - n^{-1}_C \sum_{j \in C} y_{ij},
\]
its variance \( \text{Var}(d_i) \), and the mean covariate \( \bar{z}_i \), an MR model
\begin{equation}
(2) \quad d_i = \alpha + \beta z_i + \epsilon_i, \quad \epsilon_i \sim N(0, \sigma^2_{d_i})
\end{equation}
is fitted to the statistics \((d_i, \bar{z}_i)\), where \( \sigma^2_{d_i} = \text{Var}(d_i) \) is assumed to be known.

2 Limitation underlying MR models

2.1 Source (a)

Taking into account an assumption in the MR model (2), we encounter an apparent problem due to source (a). If one assumes \( z_{ij} = \bar{z}_i \) in the IPD model (1), the same form as the representation of the MR model (2) is derived through a simple development. Thus, \( \alpha \) and \( \beta \) in the MR model (2) are equivalent to \( \theta \) and \( \gamma_B \), respectively, in the IPD model (1). However, we have more interest in the parameter \( \gamma_W \), increase in treatment effect according to one-unit increase in a patient-level covariate \( z_{ij} \). If we intend to estimate \( \gamma_W \) using the estimate of \( \gamma_B \) expediently, this might lead to an incorrect conclusion. In particular, as is well known in epidemiological study, identifying characteristics of patients with aggregated data by such MR models is subject to bias or confounding, which is known as ecological bias (Morgenstern, 1982). Riley et al. (2008) advocated that it is the only solution to this problem to collect additional IPD from some trials.

2.2 Source (b)

For simplicity, we assume that it is valid to fit an IPD model under the assumption of \( \gamma_B = \gamma_W = \gamma \);
\begin{equation}
(3) \quad y_{ij} = \phi_i + \theta x_{ij} + \mu z_{ij} + \gamma x_{ij} z_{ij} + \epsilon_{ij}, \quad \epsilon_{ij} \sim N(0, \sigma^2_{y_{ij}})
\end{equation}
to each observation \((y_{ij}, x_{ij}, z_{ij})\). This is the case where the above source (a) essentially causes no problem. Simmons & Higgins (2007) compared the power function of treatment-covariate interaction effect in an MR model with that in an IPD model under the following assumptions: (i) IPD distributes according to the model (3), where \( \sigma^2_{y_{ij1}} = \cdots = \sigma^2_{y_{ij}} = \sigma^2_{y} \), and (ii) all trials are balanced, so treatment and control groups have equal numbers of patients, \( n_i/2 \), (iii) both the mean and the variance of the covariate are the same in treatment and control groups within each trial. In the MR model (2), denoting \( z^*_i = z_i - n^{-1} \sum_{j} z_{ij} \), the power function of the hypothesis test for null hypothesis \( H_0 : \beta = 0 \) against alternative hypothesis \( H_1 : \beta = \beta_1 \) with the significance level 0.05 is given by
\begin{equation}
(4) \quad \Phi \left( -1.96 + \frac{\beta_1}{2\sigma_y} \sqrt{\sum_{i} n_i z^*_i z^*_i} \right) + \Phi \left( -1.96 - \frac{\beta_1}{2\sigma_y} \sqrt{\sum_{i} n_i z^*_i z^*_i} \right)
\end{equation}
where \( \Phi(\cdot) \) denotes the CDF of the standard normal distribution (Simmons & Higgins, 2007). On the other hand, in the IPD model (3), denoting \( z^*_i = z_i - n^{-1} \sum_{j} z_{ij} \) and supposing that the covariates \( z_{ij} \) in the \( i \)-th trial is normally distributed with mean \( m_{zi} \) and variance \( \sigma^2_{z_i} \), the power function of the hypothesis test for null hypothesis \( H_0 : \gamma = 0 \) against alternative hypothesis \( H_1 : \gamma = \gamma_1 \) with the significance level 0.05 is given as follows (Simmons & Higgins, 2007).
\begin{equation}
(5) \quad \Phi \left( -1.96 + \frac{\gamma_1}{2\sigma_y} \sqrt{\sum_{i} n_i (\sigma^2_{zi} + z^*_i z^*_i)} \right) + \Phi \left( -1.96 - \frac{\gamma_1}{2\sigma_y} \sqrt{\sum_{i} n_i (\sigma^2_{zi} + z^*_i z^*_i)} \right).
\end{equation}
The power functions (4) and (5) differ only in inclusion of \( \sigma^2_{z_i} \). Therefore, IPD models are always more powerful than MR models due to \( \sigma^2_{z_i} \). Actually, although we could use the sample variance of covariates in each trial, this information would be ignored in the MR model (2) because of the assumption \( z_{ij} = \bar{z}_i \).

From the above consideration, if \( \gamma_W \) is estimated by the MR model (2), we should be concerned that bias should appear due to the source (a) and precision should decrease due to the source (b).
The sufficient statistics for the parameters in the IPD model (1) are obviously \( \sum_{j \in T} y_{ij} \), \( \sum_{j \in C} y_{ij} \), \( \sum_{j \in T} z_{ij} \), \( \sum_{j \in C} z_{ij} \), \( \sum_{j \in T} y_{ij}^2 \), \( \sum_{j \in C} y_{ij}^2 \), \( \sum_{j \in T} z_{ij}^2 \), \( \sum_{j \in C} z_{ij}^2 \), \( \sum_{j \in T} y_{ij}z_{ij} \) and \( \sum_{j \in C} y_{ij}z_{ij} \), however, \( \sum_{j \in T} z_{ij}^2 \) and \( \sum_{j \in C} z_{ij}^2 \) are not usually available in the case that the MR model is applied, and also \( \sum_{j \in T} z_{ij}^2 \) and \( \sum_{j \in C} z_{ij}^2 \) are ignored in the MR model. This means that unless informations such as the correlation between \( y_{ij} \) and \( z_{ij} \) are available, it is impossible to estimate individual-level relationships (e.g. \( \gamma_W \)). Therefore, we derive the likelihood function based on the marginal distribution of \( y_{ij} \) in the IPD model, obtained by marginalizing with respect to \( z_{ij} \), treated as random variables. Once the correlation between \( y_{ij} \) and \( z_{ij} \) are estimated, we can generate IPD by simulation, and then estimate \( \gamma_W \) by fitting the IPD model to these pseudo-IPD with a standard method.

3 A method based on simulated IPD

In this section, a method based on simulated IPD is provided. This method, which has been inspired by multiple imputation applied in the analysis of incomplete data with missing (Rubin, 1987), takes the following simple procedure for inference of parameters: (i) by statistical simulation, pseudo IPD (Simulated IPD: SIPD) are generated repeatedly from a model estimated using the observed summary statistics (the mean and the variance of response and covariate), (ii) a standard IPD model is fitted to each SIPD, (iii) resulting estimates for each SIPD are suitably summarized. Here, we refer to these estimating process as SIPD method.

3.1 Simulation models

The most important step in above procedure is to identify the models for generating SIPD, which we call simulation models. Such as a meta-analysis, inference on the relationships between individual specific quantities using aggregated data is known as ecological inference. Wakefield & Salway (2001) presented a statistical framework for ecological inference, describing parametric models for binary response data that include within-aggregation variability of covariates, which is intended to reduce the ecological bias. Jackson et al. (2006) suggested that the ecological inference might be improved by supplementing aggregated information with some IPD from the other aggregations. In this subsection, we apply these modeling scheme in the case of continuous responses.

For simulation models describing the relationships among \( (y_{ij}, x_{ij}, z_{ij}) \), we consider the following IPD models with the assumption that \( z_{ij} \) is normally distributed \( (i = 1, \ldots, I, j = 1, \ldots, n_i) \).

\[
\begin{align*}
y_{ij} &= \phi_i + \theta x_{ij} + \mu z_{ij} + \gamma_B x_{ij} z_{ij} + \gamma_W x_{ij} (z_{ij} - \bar{z}_i) + \epsilon_{ij}, \quad \epsilon_{ij} \sim N(0, \sigma^2_y) \tag{6}
\end{align*}
\]

where

\[
x_{ij} = \begin{cases} 
1, & j \in T \\
0, & j \in C 
\end{cases}, \quad z_{ij} \sim \begin{cases} 
N(m_{xjT}, \sigma^2_{zjT}), & j \in T \\
N(m_{xjC}, \sigma^2_{zjC}), & j \in C 
\end{cases}
\]

and \( \bar{z}_i \) is a constant. Assuming that \( z_{ij} \) and \( \epsilon_{ij} \) are independenty distributed, we have the joint distribution of \( (y_{ij}, z_{ij}) \) as a bivariate normal distribution in each trial and group, that is,

\[
\begin{pmatrix} y_{ij} \\ z_{ij} \end{pmatrix} \sim \begin{pmatrix} N_2 \left( m_{yjT}, \sigma^2_{yjT} \right), \\ N_2 \left( m_{yjC}, \sigma^2_{yjC} \right) \end{pmatrix}, \quad j \in I
\]

where \( m_{yjT} = \phi_i + \theta + (\mu + \gamma_W) m_{xjT} + (\beta - \gamma_W) \bar{z}_i \) and \( m_{yjC} = \phi_i + \mu m_{xjC} \). Now, let \( Y_{SUM} = \{(y_{i1}, s_{y1C}^2, y_{i2}, s_{y2C}^2, \ldots, y_{iI}, s_{yiC}^2), i = 1, \ldots, I\} \) be observed variables, where \( y_{i1} = n_i^{-1} \sum_{j \in T} y_{ij}, \)

\[
s_{y1C}^2 = n_i^{-1} \sum_{j \in T} (y_{ij} - y_{i1})^2 \text{ and other summary statistics are also similarly defined. As described previously, it is impossible to directly estimate parameters } \eta = (\phi_1, \ldots, \phi_I, \theta, \mu, \gamma_B, \gamma_W, \sigma^2_y) \text{ from the model (6) because the sufficient statistics for } \eta \text{ in the model (6) include not only } Y_{SUM} \text{ but also } \sum_{j \in T} y_{ij}z_{ij} \text{ and } \sum_{j \in C} y_{ij}z_{ij}. \text{ So, we consider the marginal distribution of } y_{ij}, \text{ which is obtained by integrating the bivariate normal distribution (7) with respect to } z_{ij}, \text{ so that}
\]

\[
\begin{pmatrix} y_{ij} \end{pmatrix} \sim \begin{pmatrix} N(m_{yjT}, \mu + \gamma_W, \sigma^2_{yjT} + \sigma^2_y), \\ N(m_{yjC}, \mu + \gamma_W, \sigma^2_{yjC} + \sigma^2_y) \end{pmatrix}, \quad j \in I
\]
Estimating parameters \((m_{\text{IT}}, \sigma^2_{\text{IT}}, m_{\text{IC}}, \sigma^2_{\text{IC}})\) of the covariate distribution by the moment method, i.e. \(\hat{m}_{\text{IT}} = \bar{z}_{\text{IT}}, \hat{\sigma}^2_{\text{IT}} = s^2_{\text{IT}}, \hat{m}_{\text{IC}} = \bar{z}_{\text{IC}}, \hat{\sigma}^2_{\text{IC}} = s^2_{\text{IC}},\) we obtain the log likelihood function from (8) as follows.

\[
(9) \quad l_{\text{SUM}}(\eta) = \sum_{i=1}^{I} \left[ -\frac{n_I (\bar{y}_{\text{IT}} - \phi_i - \theta - (\mu + \gamma_W)\bar{z}_{\text{IT}} - (\gamma_B - \gamma_W)\bar{z}_I)^2 + s^2_{\text{IT}}}{(\mu + \gamma_W)^2 s^2_{\text{IT}} + \sigma^2_y} \right. \\
\left. - \frac{n_C ((\bar{y}_{\text{IC}} - \phi_i - \mu \bar{z}_{\text{IC}})^2 + s^2_{\text{IC}})}{\mu^2 s^2_{\text{IC}} + \sigma^2_y} \right] - n_I \log((\mu + \gamma_W)^2 s^2_{\text{IT}} + \sigma^2_y) - n_C \log(\mu^2 s^2_{\text{IC}} + \sigma^2_y).
\]

It is obvious from expression (9) that the sufficient statistics reduce to \(Y_{\text{SUM}},\) thus the parameters \(\eta\) are estimable and we get their maximum likelihood estimates (MLEs) \(\hat{\eta}.\) A remarkable aspect of these estimating process is that the correlation of \((\eta, \bar{z}_{\text{IT}})\) or \((\bar{y}_{\text{IC}}, \bar{z}_{\text{IC}})\). Moreover \(\sigma^2_{\text{IT}}\) and \(\sigma^2_{\text{IC}}\) ignored in the MR model (2) contribute to estimating \(\eta.\)

It is easy to extend to combine IPD from some trials if they are available. Let \(Y_{\text{IPD}} = \{(y_{ij}, x_{ij}, z_{ij}), i = I + 1, \ldots, I', j = 1, \ldots, n_i\}\) be IPD observed actually in \(i\)-th trial \((i = I + 1, \ldots, I').\) In this case, the total log likelihood function becomes \(l_{\text{COMB}}(\eta) = l_{\text{SUM}}(\eta) + l_{\text{IPD}}(\eta)\) where \(l_{\text{IPD}}(\eta)\) is obtained by fitting the IPD model (3) to \(Y_{\text{IPD}},\) and \(l_{\text{SUM}}(\eta)\) is the log likelihood for \(Y_{\text{SUM}}.\) Thus, the MLEs \(\hat{\eta}\) are obtained by maximizing \(l_{\text{COMB}}(\eta)\) with respect to \(\eta.\)

### 3.2 A procedure of implementation

Regarding the model (6) as simulation models, we generate SIPD by sampling from the bivariate normal distribution with the MLEs \(\hat{\eta}\) as their parameters. Let \(Y_{\text{IPD}}^* = \{(y_{ij}, x_{ij}, z_{ij}), i = 1, \ldots, I, j = 1, \ldots, n_i\}\) be the original IPD from which summary statistics \(Y_{\text{SUM}}\) are actually observed. The SIPD method corresponds to random sampling from the conditional distribution \(p(Y_{\text{IPD}}^*|Y_{\text{SUM}}, \hat{\eta})\) given \(Y_{\text{SUM}}\) and the MLEs \(\hat{\eta},\) where \(p(Y_{\text{IPD}}|Y_{\text{SUM}}, \hat{\eta})\) is the conditional density of \(Y_{\text{IPD}}\) given \(Y_{\text{SUM}}\) in the bivariate normal distribution (7). Let \(K\) sets of pseudo \(Y_{\text{IPD}}^*\) which are simulated by random sampling from \(p(Y_{\text{IPD}}|Y_{\text{SUM}}, \hat{\eta})\) be \(Y_{\text{SIPD}}^{[k]} = \{(y_{ij}^{[k]}, x_{ij}^{[k]}, z_{ij}^{[k]}), i = 1, \ldots, I, j = 1, \ldots, n, k = 1, \ldots, K\}.\) Once \(Y_{\text{SIPD}}^{[k]}\) are generated, one can estimate the parameters of interest, say \(\gamma_W,\) by fitting more standard IPD models to these data-set.

Note that inference of interesting parameters based on \(Y_{\text{SIPD}}^{[k]}\) sampled from \(p(Y_{\text{IPD}}^*|Y_{\text{SUM}}, \hat{\eta})\) is similar to conditional parametric bootstrap method (Efron, 1994). It is well known that in the analysis of the incomplete data this method tends to underestimate the precision of resulting estimates. An estimating procedure of \(\gamma_W\) by SIPD method is as follows.

**S1.** The MLEs \(\hat{\eta}\) are computed by maximizing \(l_{\text{SUM}}(\eta)\) with respect to \(\eta.\)

**S2.** \(K\) sets of \(Y_{\text{SIPD}}^{[k]}, k = 1, \ldots, K\) in each trial or group are generated by sampling from the bivariate normal distribution (7) with \(\hat{\eta}\) as their parameters.

**S3.** The IPD model (1) are fitted to \(Y_{\text{SIPD}}^{[k]},\) and then the MLE \(\hat{\gamma}_{W}^{[k]}\) of \(\gamma_W\) is obtained.

**S4.** The mean of \(\hat{\gamma}_W\) is computed by \(E(\hat{\gamma}_W) = K^{-1} \sum_{k=1}^{K} \hat{\gamma}_{W}^{[k]},\) and a confidence interval is constructed (or a p-value is computed) with the percentile method.

If \(Y_{\text{IPD}} = \{(y_{ij}, x_{ij}, z_{ij}), i = I + 1, \ldots, I', j = 1, \ldots, n_i\}\) as well as \(Y_{\text{SUM}}\) are observed, \(\eta\) is obtained by maximizing \(l_{\text{COMB}}(\eta)\), and then \(Y_{\text{SIPD}}^{[k]}, k = 1, \ldots, K\) on \(i\)-th trial \((i = 1, \ldots, I)\) are generated similarly with the above procedure. Thus, the parameters of interest, say \(\gamma_W,\) are estimated by fitting the IPD model (1) to \((Y_{\text{SIPD}}^{[k]}, Y_{\text{IPD}})\) in the same way.

### 4 Simulation study

By using artificial data, we show the difference on the evaluation of the treatment-covariate interaction effect among three kinds of methods (fitting models to the original IPD, fitting MR models and the SIPD method).
Table 1. Statistical power estimated by three methods.

<table>
<thead>
<tr>
<th>$\sigma_2^2$</th>
<th>$\gamma$</th>
<th>MR</th>
<th>IPD</th>
<th>SIPD</th>
<th>MR</th>
<th>IPD</th>
<th>SIPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.265</td>
<td>0.518</td>
<td>0.475</td>
<td>0.330</td>
<td>0.580</td>
<td>0.498</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.292</td>
<td>0.748</td>
<td>0.626</td>
<td>0.299</td>
<td>0.768</td>
<td>0.633</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.265</td>
<td>0.921</td>
<td>0.773</td>
<td>0.337</td>
<td>0.939</td>
<td>0.793</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Bias and variance of the estimators by three methods.

<table>
<thead>
<tr>
<th>$\sigma_2^2$</th>
<th>Bias.MR</th>
<th>Bias.IPD</th>
<th>Bias.SIPD</th>
<th>Var.MR</th>
<th>Var.IPD</th>
<th>Var.SIPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-0.0543</td>
<td>-0.0016</td>
<td>-0.0530</td>
<td>0.0223</td>
<td>0.0178</td>
<td>0.0185</td>
</tr>
<tr>
<td>10</td>
<td>-0.0408</td>
<td>-0.0001</td>
<td>-0.0350</td>
<td>0.0215</td>
<td>0.0085</td>
<td>0.0133</td>
</tr>
<tr>
<td>20</td>
<td>-0.0465</td>
<td>-0.0020</td>
<td>-0.0193</td>
<td>0.0261</td>
<td>0.0040</td>
<td>0.0074</td>
</tr>
</tbody>
</table>

Simulation 1 The model for generating artificial data was as follows.

$$y_{ij} = 50 + 2x_{ij} + 0.3z_{ij} + 0.2x_{ij}z_{ij} + \epsilon_{ij}, \; \epsilon_{ij} \sim N(0, 25).$$

We considered two scenarios of the number of trials and patients in each trial $(I, n_i) \in \{(6, 200), (12, 100)\}$, where $n_1 = \cdots = n_I$ and $n_{iT} = n_{iC} = n_i/2$. The covariates in each trial are simple random sequences from $z_{ij} \sim N(m_{zij}, \sigma_2^2), m_{zij} \sim N(30, \sigma_z^2)$. Moreover, we controlled the covariate distribution both between-trials and within-trial by nine scenario of $\sigma_2^2 \in \{5, 10, 20\}$ and $\sigma_z^2 \in \{5, 10, 20\}$, where $\sigma_z^2 = \cdots = \sigma_2^2$. The settings of each parameter was motivated to suppose that the theoretic values of statistical power computed by expressions (4) and (5) differ. First, we generated IPD $(y_{ij}, x_{ij}, z_{ij})$ and then fit the model (3) to the IPD to estimate $\gamma$. Next, we obtained summary statistics $Y_{SUM}$ from the IPD and then fit the MR model (2). Moreover, we generated $K = 100$ bootstrap samples of SIPD $Y_{SIPD}$ from $Y_{SUM}$ in the way described in Section 3, and then fit the model (3) to each $Y_{SIPD}$ to get $\hat{\gamma}^{[k]}$. The purpose of Simulation 1 was to verify that how the variation of $\sigma_2^2$ and $\sigma_z^2$ would affect statistical power estimated by three methods. Here, we tested the null hypothesis $H_0: \gamma = 0$ (or $H_0: \beta = 0$) against $H_1: \gamma \neq 0$ (or $\beta \neq 0$) by the three methods for 1000 sets of artificial data following the above model, and then the power was estimated by (the number of rejected tests)/1000. Table 1 shows the resulting power. The SIPD method provided remarkably higher power of interaction effect than those obtained by fitting MR models in all the scenarios. Even in the case of small size of $\sigma_2^2$, SIPD method could retain the high power with $\sigma_z^2$, which was only slightly less than those obtained by using the original IPD. Moreover, the test with more number of trials was more powerful.

Simulation 2 The model for generating artificial data was as follows.

$$y_{ij} = 50 + 2x_{ij} + 0.3z_{ij} + 0.2x_{ij}z_{ij} + 0.25x_{ij}(z_{ij} - \bar{z}) + \epsilon_{ij}, \; \epsilon_{ij} \sim N(0, 25).$$

The number of trials and patients in each trial is $(I, n_i) = (12, 100)$, where $n_1 = \cdots = n_I$ and $n_{iT} = n_{iC} = n_i/2$. The setting for covariates in each trial was equivalent to those in Simulation 1. Note that we fit the model (1) to IPD or SIPD to estimate $\gamma_W$. In SIPD method, we generated $K = 100$ bootstrap samples of SIPD. The purpose of Simulation 2 was to verify that how the difference between $\gamma_Y$ and $\gamma_W$ would affect the estimates obtained by the three methods. Firstly, we tested the null hypothesis $H_0: \gamma_W = 0$ against $H_1: \gamma_W \neq 0$ by two methods fitting the IPD model (to original data).
IPD and SIPD) for 1000 sets of artificial data following above model, and then the power is estimated by (the number of rejected tests)/1000. Note that the power of the test of $H_0: \beta = 0$ in fitting the MR model (2) cannot be directly compared with the power of the test of $H_0: \gamma_w = 0$ because they should give very different interpretation. Secondly, we compute the bias and the variance of the estimators for $\gamma_w$ and $\beta$ by the three methods as follows: $\text{Bias}_{IPD} = R^{-1}\sum_{r=1}^{R}(\hat{\gamma}_w^{\text{IPD}} - \gamma_w)$, $\text{Var}_{IPD} = R^{-1}\sum_{r=1}^{R}(\hat{\gamma}_w^{\text{IPD}} - \hat{\gamma}_w)^2$, $\text{Bias}_{MR} = R^{-1}\sum_{r=1}^{R}(\hat{\beta}_w^{\text{MR}} - \beta_w)$, $\text{Var}_{MR} = R^{-1}\sum_{r=1}^{R}(\hat{\beta}_w^{MR} - \hat{\beta}_w)^2$, $\text{Bias}_{SIPD} = R^{-1}\sum_{r=1}^{R}(\hat{\gamma}_w^{\text{SIPD}} - \gamma_w)$, $\text{Var}_{SIPD} = R^{-1}\sum_{r=1}^{R}(\hat{\gamma}_w^{\text{SIPD}} - \hat{\gamma}_w)^2$, where $\hat{\gamma}_w^{\text{IPD}}$, $\hat{\beta}_w^{MR}$ and $\hat{\gamma}_w^{\text{SIPD}}$ denote the estimates of $\gamma_w$ or $\beta$ from the $r$-th data set ($r = 1, \ldots, R$), which are given by fitting the IPD model to original IPD, fitting the MR model and the SIPD method, respectively, where $\hat{\gamma}_w^{\text{SIPD}}$ is the mean values of $K$ bootstrap estimates, so that $\hat{\gamma}_w^{\text{SIPD}} = K^{-1}\sum_{k=1}^{K}(\hat{\gamma}_w^{\text{SIPD}})^{kr}$. Also, $\hat{\gamma}_w^{\text{IPD}} = R^{-1}\sum_{r=1}^{R}\hat{\gamma}_w^{\text{IPD}}$, $\hat{\beta}_w^{MR} = R^{-1}\sum_{r=1}^{R}\hat{\beta}_w^{MR}$, $\hat{\gamma}_w^{\text{SIPD}} = R^{-1}\sum_{r=1}^{R}\hat{\gamma}_w^{\text{SIPDr}}$. Figure 1 shows the resulting power, and Table 2 shows the bias and the variance. Although the power obtained by the SIPD method became extremely lower, it was close to those obtained by fitting the IPD model for bigger $\sigma_{z_i}^2$ and $\sigma_z^2$. One reason for this was thought that the downward bias and the variance increase of $\gamma_w$ by SIPD method might reflect the resulting power, that is the size of $\sigma_{z_i}^2$ and $\sigma_z^2$ affected the bias and the variance of $\gamma_w$ respectively. Actually, although the bias and the variance by SIPD method increased when $\sigma_{z_i}^2 = 5$ and $\sigma_z^2 = 5$ respectively, they were much superior to those by the MR model.

5 Conclusion

In this article, we have discussed technical issues on MR models applied to the evaluation on characteristics of patients in meta-analysis. Especially, the treatment covariate interaction effect estimated by fitting the MR model has seriously lower statistical power due to limitation in their structure. Therefore, we have presented the SIPD method that was intended to improve power. From the result of two kinds of simulation, it was shown that the SIPD method provided remarkably higher power of interaction effect than those obtained by fitting the MR model. An evaluation on the bias and the variance of the estimator for the parameter of interest also showed that SIPD method would be useful.

For future problems, although we generated multiple sets of SIPD based on conditional parametric bootstrap, SIPD with nonparametric bootstrap is expected to be more proper in terms of the essential principle of multiple imputation (Little & Rubin, 2002). Therefore, it would be considerable to improve our method by incorporating Bayesian approaches, such as data augmentation. Moreover, a meta-analysis combining summary statistics and IPD is enormously appealing as shown by Jackson et al. (2006) and Riley et al. (2008), so we should also consider verifying the efficiency and the performance of these analysis by SIPD method.
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